’ inst PUBLISHED BY IOP PUBLISHING FORSISSA

RECEIVED: September 15, 2010
AccepPTED November 12, 2010
PuBLISHED: December 7, 2010

Forward instrumentation for ILC detectors

H. Abramowicz, 2 A. Abusleme, P K. Afanaciev, ¢ J. Aguilar, ¢ P. Ambalathankandy, ¢

P. Bambade, € M. Bergholz, 1 I. Bozovic-Jelisavcic, 9 E. Castro, ' G. Chelkoy, "

C. Coca,' W. Daniluk, | A. Dragone, ¥ L. Dumitru, ' K. Elsener, ' I. Emeliantchik, ©

T. Fiutowski, 9 M. Gostkin, " C. Grah, F2 G. Grzelak, 13 G. Haller,* H. Henschel, f

A. Ignatenko, 4 M. ldzik, 9 K. Ito,™ T. Jovin, ¢ E. Kielar, | J. Kotula, | Z. Krumstein, "

S. Kulis, 9 W. Lange, f W. Lohmann, 1% A. Levy, 2 A. Moszczynski, | U. Nauenberg, "
O. Novgorodova, 1 M. Ohlerich, F* M. Orlandea, ' G. Oleinik, " K. Oliwa,

A. Olshevski, " M. Pandurovic, 9 B. Pawlik, | D. Przyborowski, 9 Y. Sato,™ I. Sadeh,?

A. Sailer,' R. Schmidt, ©1 B. Schumm, © S. Schuwalow, f I. Smiljanic, 9 K. Swientek, 9
Y. Takubo, ™ E. Teodorescu, ' W. Wierba, | H. Yamamoto, ™ L. Zawiejski ! and J. Zhang P

aTel Aviv University, Tel Aviv, Israel

bStanford University, Stanford, U.S.A.

°NCPHEP, Minsk, Belarus

dAGH University of Science & Technology, Cracow, Poland
€Laboratoire de | Accelerateur Lineaire, Orsay, France
fDESY, Zeuthen, Germany

9Vinca Institute of Nuclear Sciences, University of BelgraBerbia
hJINR, Dubna, Russia

'IFIN-HH, Bucharest, Romania

JINP PAN, Cracow, Poland

KSLAC, Menlo Park, U.S.A.

'CERN, Geneva, Switzerland

MTohoku University, Sendai, Japan

NUniversity of Colorado, Boulder, U.S.A.

°UC Callifornia, Santa Cruz, U.S.A.

PANL, Argonne, U.S.A.

E-mail: Wolfgang.Lohmann@desy .de

1Also at Brandenburg University of Technology, Cottbus, iGany
2Now at BTO Consulting AG, Berlin, Germany

3Also at University of Warsaw, Poland

4Now at DESY, Hamburg, Germany

5Corresponding author.

(© 2010 I0P Publishing Ltd and SISSA doi:10.1088/1748-0221/5/12/P12002


mailto:Wolfgang.Lohmann@desy.de
http://dx.doi.org/10.1088/1748-0221/5/12/P12002

ABSTRACT. Two special calorimeters are foreseen for the instruntiemtaof the very forward
region of the ILC detector, a luminometer designed to meathe rate of low angle Bhabha scat-
tering events with a precision better thanm3@nd a low polar angle calorimeter, adjacent to the
beam-pipe. The latter will be hit by a large amount of beaaméting remnants. The amount and
shape of these depositions will allow a fast luminosityreate and the determination of beam pa-
rameters. The sensors of this calorimeter must be radidtod. Both devices will improve the
hermeticity of the detector in the search for new particlEgely segmented and very compact
calorimeters will match the requirements. Due to the higtupancy fast front-end electronics is
needed. The design of the calorimeters developed and agiihwith Monte Carlo simulations is
presented. Sensors and readout electronics ASICs havelbsigned and prototypes are available.
Results on the performance of these major components anaatised.

KEYwWORDS Si microstrip and pad detectors; Radiation-hard detert@alorimeter methods;
Detector modelling and simulations | (interaction of raidia with matter, interaction of photons

with matter, interaction of hadrons with matter, etc)
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1 Introduction and challenges

A high energy ee linear collider is considered to be the future researchifiacomplementary to
the LHC collider. Whereas LHC has a higher potential for oisries, an ee~ collider will allow
precision measurements to explore in detail the mechanigtectroweak symmetry breaking and
the properties of the physics beyond the Standard Modeljldhibbe found at the LHC. Two
concepts of anee linear collider are presently considered, the IL1 &nd CLIC [2]. For the
ILC, with superconducting cavities, an engineering desigport will be issued in 2012. The
centre-of-mass energy will be 500 GeV, with the possibitityan upgrade to 1 TeV. CLIC is based
on conventional cavities. A conceptional design reporbreseen in 2011. CLIC will allow to
collide electrons and positrons up to energies of 3 TeV.

An R&D program is ongoing to develop the technologies foedttdrs for precision measure-
ments in this new energy domain. Letters of Intent have babmgted for detectors at the ILC
in 2009. Two detectors, the ILCB[ and the SiD #], are reviewed and validated. In both detec-
tors two specialised calorimeters are foreseen in the \@wydrd region, LumiCal for the precise
measurement of the luminosity and BeamCal for a fast estiimfatthe luminosity and for the con-
trol of beam parameters]. Both will also improve the hermeticity of the detector. Japport
beam-tuning an additional pair-monitor will be positiorjast in front of BeamCal.

With LumiCal the luminosity will be measured using Bhabhattaring, e~ — e*e (y), as
a gauge process. To match the physics benchmarks, an accoitaetter than 10° is needed at
a centre-of-mass energy of 500 Ge3].[ For the GigaZ option, where the ILC will be operated
for precision measurements at centre-of-mass energiesidithe Z boson, an accuracy of 10
would be required€]. To reach these accuracies, a precision device is needddparticularly
challenging requirements on the mechanics and positiotralon

BeamCal is positioned just outside the beam-pipe. At ILO@gere we have to tackle here a
new phenomenon — the beamstrahlung. When electron andgyobitinches collide, the particles
are accelerated in the magnetic field of the bunches towhedsunch centre. This so called pinch
effect enhances the luminosity. However, electrons andrpos may radiate photons. A fraction
of these photons converts in the Coulomb field of the buncligkes creating low energy e~
pairs. A large amount of these pairs will deposit their epexfter each bunch crossing in BeamcCal.
These depositions, useful for a bunch-by-bunch luminastimate and the determination of beam
parameters], will lead, however, to a radiation dose of about one MGy year in the sensors
at lower polar angles. Hence radiation hard sensors areeddednstrument BeamCal. BeamCal
is supplemented by a pair monitor, consisting of a layer gélpsensors positioned just in front
of it to measure the density of beamstrahlung pairs and gid&ianal information for the beam
parameter determination.

All detectors in the very forward region have to tackle rigkdy high occupancy, requiring
special front-end electronics.

A small Moliere radius is of importance for both calorimmstelt ensures high energy electron
veto capability for BeamCal even at small polar angles. Ehéssential to suppress background in
searches for new particles for which the signhature congigtésge missing energy and momentum.
In LumiCal the precise reconstruction of electron, positand photon showers in Bhabha events is
facilitated. Both calorimeters also shield the inner tiagkdetectors from back-scattered particles



LumiCal

Figure 1. The very forward region of the ILD detector. LumiCal, Beaat@nd LHCal are carried
by the support tube for the final focusing quadrupole and darbpipe. LHCal extends the cover-
age of the hadron calorimeter to the polar angle range of CamiTPC denotes the central track
chamber, ECAL the electromagnetic and HCAL the hadron takter.

induced by beamstrahlung pairs hitting the downstream h@pmand magnets.

2 Design of thevery forward region

A sketch of the very forward region of the ILD detect@] js shown in figurel. LumiCal and
BeamCal are designed as cylindrical sensor-tungsten selmeéectromagnetic calorimeters. Both
consist of 30 absorber disks of 3.5 mm thickness, each qgmneling to one radiation length,
interspersed with sensor layers. Each sensor layer is sggdieadially and azimuthally into pads.
Front-end ASICs are positioned at the outer radius of thericakters. LumiCal is positioned in
a circular hole of the end-cap electromagnetic calorimgE@AL. BeamCal is placed just in front
of the final focus quadrupole. BeamCal covers polar anglesdsn 5 and 40 mrad and LumiCal
between 31 and 77 mrad.

Colliding beams enter the interaction point, IP, with a sieg angle of 14 mrad. Both
calorimeters are centred around the outgoing beam. In thigrdef BeamCal a hole for the in-
coming beam-pipe is foreseen.

2.1 LumiCal smulation studies

The differential cross section of Bhabha scatterpg’g,, can be calculated precisely from theo8y.
In leading order it reads,
dog 2mai, sin®  32mag, 1

6 s sinf(6/2) s 63 @1

where8 is the polar angle of the scattered electron with respedidadoeam. The approximation
holds at smalb.
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Figure 2: (a) Dependence alog/d6, the differential Bhabha cross-section, on the polar grijle
at,/s=500 GeV. The dashed lines mark the fiducial volume of Lumi€ak 6 < 67 mrad, which

is defined in eq. (2.5) later in this sectidif) Dependence of the statistical uncertainty in counting
the number of Bhabha eventd\L /L ):.t, on the minimal polar angle of the fiducial volun@yn,
while the upper limit is kept at 67 mrad. An integrated lunsity of 500 fb* is assumed.

For a given rate of Bhabha eventsg Nletermined in a certaii-range, the luminosity, is

obtained as

L= 2.2
- 2.2)

whereog is the integral of the differential cross section, e?j1), over the considere@ range.
Because of the stegpdependence of the cross section, as illustrated in figarthe most critical
guantity to control when counting Bhabha events is the imoeeptance radius of the calorimeter,
defined as the lower cut in the polar anghg,,. Hence a very precisé measurement is needed.
Furthermore, thé@-range must be chosen such that the number of Bhabha evesssired provides
the required relative statistical uncertainty of #0By choosing the lower bound of the polar angle
between 40 and 60 mrad the latter requirement can be eaaithed as illustrated in figurzb.
Here a Bhabha event sample generated with the BHWIDE gemd@twas used. The generated
sample corresponds to an integrated luminosity of 508,fas expected in one year of running the
collider at nominal luminosity.

Electromagnetic showers are simulated in LumiCal usingGEANT4 [10] based package
Mokka [11]. Sensors consist of 300m thick silicon sectors covering an azimuthal angle ¢f.30
The depositions in each sensor pad are recorded, and atrecbios of the shower is performed.
The position of an electromagnetic shower in LumiCal is nstaucted by performing a weighted
average over the energy deposits in individual pads. Theghwe¥?;, of a given detector pad i
is determined by logarithmic weightindg ], for which % = max{ 0, ¢ +In(E; /Ew )}. Here
E; refers to the individual pad energyEis the total energy in all pads, ardl is a constant.
In this way, only pads which contain a sufficient fraction lo¢ tshower energy contribute to the
reconstruction. The polar angle resolutioR, and a polar angle measurement his@, are defined
as the Gaussian width and the central value of the differéeteeen the reconstructed and the
generated polar angles. There is an optimal valué&fdior which gy is minimal [13, 14].
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Figure 3: (a) Dependence ofAL/L),.. as defined in eq. (2.3), on the polar angle pad sizgp)
The energy resolution,&, for 250 GeV electrons as a function of the polar anflesovering the
polar angle range of the LumiCal.

Non-zero values oA are due to the non-linear signal sharing on finite size pats gaps
between them. The bias and the resolution in the polar angksurement depend on the polar
angle pad size. The bias causes a shift in the luminosity unea&nt, since events may migrate
into or out of the fiducial volume. This shift reads as

(A—L> zZAB . (2.3)
L/ rec Brmin

Figure3ashows the relative shift in the luminosity as a function & ffolar angular pad sizey,|
using the optimal value of. For lyg < 2 mrad the shift in the luminosity measurement is smaller
than 10°3. As the baseline for the design we have choses D.8 mrad, which corresponds to
64 radial divisions of the sensor. For this segmentatiorptiiar angle resolution and bias amount
to 0p = (2.2 4 0.01) x 102 andAB = (3.2 + 0.1) x 10~3 mrad, respectively. The relative shift in
the luminosity iS(AL/L),oc = 1.6 x 1074,

The polar angle bias needs careful understanding in testtbmeasurements with sensors
finally chosen for the calorimeter. Once its value is knowitoarection can be applied to the
luminosity measurement. The uncertainty of the luminosityasurement is then given by the
uncertainty of the measured bias which may be smaller trastiit itself. The value of £x 104
can therefore be considered as an upper bound on the rdlatiosity bias.

With 30 radiation lengths of tungsten as absorber, highggnellectrons and photons deposit
almost all of their energy in the detector. The relative gpeesolution,og/E, is parametrised as

Oe _ _ Ges (2.4)

E \/ Ebeam (GeV) ’
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Figure 4. (a) Normalised distribution of the charge deposited in a detguad, Gag, by 250 GeV
electron showers(b) Normalised distribution of the maximal charge collectecisingle pad per
shower, G, for 250 GeV electron showers.

where E andg are, respectively, the central value and the standard timvief the distribution of
the energy deposited in the sensors for a beam of electrahsenergy Eeam The parameterg
is usually quoted as the energy resolution, a conventioctwhill be followed here.

Figure3b shows the energy resolution as a function of the polar afidte electron showers
with energy 250 GeV. The energy resolution parameter appesaminimal constant values be-
tweenBmin = 41 mrad andnax = 67 mrad, where the shower is fully contained inside theroake-
ter. The fiducial volume of LumiCal is thus defined to be theapaingular range

41< 6 <67 mrad (2.5)

as indicated by the dashed lines in fig@& Fiducial cuts on the minimal and maximal recon-
structed polar angles of the particles used for the lumiposeasurement reject events with shower
leakage through the edges of LumiCal. For electron showeetéd inside the fiducial volume of
LumiCal, the energy resolution is estimated to kg2 (0.21+0.02) v/GeV. No dependence on
the electron energy is found in the energy range from 50 toG#®@ In order to determine the
energy of showering particles, the integrated depositedggnin the detector has to be multiplied
by a calibration factor. The calibration factor is found ®donstant in the same energy range.

The expected range of energy depositions in the pads hasdbedied for the passage of
minimum ionising particles, hereafter denoted as MIPs fangdhowers of 250 GeV electron$y].
The energy deposition in silicon is converted to releasagaiion charge. The distribution of the
charge in a single pad, &y is shown in figureda It ranges between 4 Cpaq < 6 x 10° fC. The
distribution of the maximal charge collected in a single gashown in figuredb. About 95 % of
electron shower signals are less tha#510° fC.

The impact of the digitisation of the detector signal on themiCal performance is investi-
gated in ref. 15]. It is shown that an ADC with 8 bit resolution is sufficient keep the energy
resolution quoted above. No bias in the energy measuremmémind.



2.2 BeamCal smulation studies

BeamCal will be hit after each bunch-crossing by a large amofibeamstrahlung pairs. Their
number, energy and spatial distribution depend on the beaemeters and the magnetic field in-
side the detector. For the nominal ILC beam-parameterlégtijeamstrahlung pairs are generated
with the GUINEA-PIG program17]. Inside the ILC detector an anti-DID field § is assumed.
Beamstrahlung pairs are simulated in the detector, usinggrgm based on GEANTA4.

The energy deposited in the sensors of BeamCal per buncsirgpsbout 150 GeV as shown
in figure 53 and the shape of these depositions allow a bunch-by-bumomésity estimate and
the determination of beam parameters [From the spatial distribution of the deposited energy
a set of observables, e.g. radial and angular moments anthastyies, is defined. These observ-
ables are related to beam parameters like bunch sizesaso@ft and bunch offsets by a matrix
equation. In the single parameter determination accusd@éer than 10%7] are obtained. In the
multiparameter mode correlations appear. However, redderprecision can still be obtained by
using information from other diagnostics devices.

For search experiments it is important to detect single aiggrgy electrons on top of the wider
spread beamstrahlung pairs. Superimposed on the pairitiepssn figure5ais the deposition
of an electron of 250 GeV, seen as the red spot on the right 8gleperforming an appropriate
subtraction of the pair deposits and a shower-finding algoriwhich takes into account the lon-
gitudinal shower profile, high energy electrons can be detewith high efficiency, as shown in
figure 5b. This feature allows to suppress the background from twatgrhprocesses in a search
e.g. for super-symmetric tau-leptori] in a large fraction of the parameter space.

The range of signals expected on the pads was estimatedudinglthe depositions from
beamstrahlung signals up to 40 pC are expected. Digitisiagsignals with an ADC with 10 bit
resolution has no impact on the performance of the caloemet

GEANT4 simulations are also used to determine the expeated dnd the neutron fluence
in the sensors after one year of operation with nominal beararpeters. The dose in a sensor
layer at the depths of the shower maximum as a function ofablais is shown in figuréa In
the innermost ring of the calorimeter a dose of about 0.5 M&3xpected. Since the dose is non-
uniformly distributed as a function of the azimuthal andgi@pproaches 1 MGy per year in some
sensor areas of the inner rings.

The neutron fluence is estimated using in GEANT4 the cascamtieiof Bertini R0]. The
fluence per year of running at nominal beam parameters isrshofigure6b as a function of the
sensor layer number. Fluences up to1®'° per layer are expected near the shower maximum.
Other GEANT4 models predict lower neutron fluences, padity at low neutron energiel].
The distribution of the fluence of neutrons in the sensorlayt the maximum fluence is shown in
figure 7. With the cascade model of Bertini, a neutron fluence ok018'2 neutrons per miand
year is expected near the beam-pipe. Albeit this is still @eioof magnitude less than predicted
for LHC detectors near the beam pipe dedicated tests of seas®planned.

2.3 Pair monitor simulations

Additional and independent information on beam parametél®e obtained from the pair moni-
tor [22, 23]. The device will consist of one layer of silicon pixel sersawith pixel size of 408400
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Figure 5. (a) The distribution of the energy deposited by beamstrahluaigs @fter one bunch
crossing in the sensors of BeamCal. The depositions argratesl over pads of 7.65.65 mn?
area. Superimposed is the deposition of a single high ereegyron (red spot on the right side).
The white area in the centre allows space for the beam-pfpEshe efficiency to detect single high
energy electrons on top of the beamstrahlung backgroundléaotron energies of 75 (triangles),
150 (squares) and 250 (circles) GeV.
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beam. (b) The fluence of neutrons per year inside the sensors of BeaasCalfunction of the
sensor layer number using the cascade model of Bertini. #egiated luminosity of 500 fb'

is assumed.

um?, just in front of BeamCal to measure the number densityidigion of beamstrahlung pairs.
Here we investigated the sensitivity to the horizontal aedieal bunch sizesgy, andoy, and the



Figure 7: The fluence of neutrons per idrand year crossing a sensor of BeamCal near the shower
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of vertical displacement to the vertical beam sixg,averaged over 50 bunch crossings measured
by the pair monitor.

ratio of the vertical displacement between bunches crgdsitheir vertical sizejy.

To reconstruct the beam profile several observables clesisioyy the number density of pairs
at the front face of BeamCal are us@d]. Bunch crossings are simulated for certain ranges,of
oy andAy, and each of these observables is fitted with a second ordigrguoial. Then, several
thousand bunch crossings are generated using differenbséeam parameters awag, oy, and
Ay are reconstructed with the inverse matrix method. Fi@skows a few examples of the results
displayed as the difference between the beam parametensstaacted and set in the simulation
divided by the latter, averaged over 50 bunch crossingssd& haantities are compatible with zero.
The relative uncertainties, averaged over about 100 swcmsgructions of vertical and horizontal
beam sizes and the relative vertical displacement are 1B12% and 8.0%, respectively.

3 Mechanical concepts

On the basis of the simulation results mechanical desighstbfcalorimeters are developed. To al-
low their installation after the beam-pipe is in place, bzdlorimeters consist of two half-cylinders.
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Figure 9: (a) A half-cylinder of BeamCal. The brown block is the tungstdis@ber structure
interspersed with sensor layers. The orange structuregsepts the mechanical frame. The blue
segments at the outer radius indicate the front-end el@ctoln front of the calorimeter a graphite
shield, shown in grey, reduces the amount of low energygestibback-scattered into the tracking
detectors.(b) A half-layer of an absorber disk assembled with a sensoosectd the front-end
readout.

A schematic of a half cylinder of BeamCal is shown in figlee The tungsten absorber disks are
embedded in a mechanical frame stabilised by steel rodsh Bger is composed of a tungsten
half-disc surrounded by a brass half-ring as shown in fi@ixe Precise holes in the brass ring
will ensure a position accuracy of better than 6@ The sensors are fixed on the tungsten and
connected via a flexible PCB to the front-end readout. Thiadc® between two adjacent tungsten
plates is kept to 1 mm to approach the smallest possibleevtoliadius. The sensors of Beam-
Cal are structured into pads of about® mn? size allowing the maximum electron detection
efficiency R5]. Due to the required high radiation tolerance, GaAs senaoe foreseen. For the
innermost part of BeamCal, adjacent to the beam-pipes GV¥$d" diamond is considered.

The design of LumiCal is similai2g]. Since it is a precision device, special care is devoted to
the mechanical stability and position control. The tungstalf-discs are held by special bolts. For
a barrel structure as shown in figut® a finite element simulation is performed. The calorimeter
weight leads to a maximal vertical displacement of 2@. For a temperature difference of 1 K
over a disk, the deformation of the shape of the tungstee @agstimated to be 2Bm. To match
the requirements on the precision of the lower polar anglasm@ment, the sensor positions at the
inner acceptance radius must be controlled to better thgmnd0O0ther critical quantities are the
distance between the two calorimeters and the positionedb&am with respect to the calorimeter
axis. The former must be known to about 1 mm and the latter @oiBf). A laser based position
monitoring system has been develop2d] to control the position of LumiCal over short distances
with um precision.

For LumiCal, sensors made of high-ohmic n-type silicon aregeen. The thickness of the
sensors is about 3g0m. The p~ side is segmented in polar and azimuthal pads and the backsid

1Chemical Vapour Deposition.

—10 -



Figure 10: The mechanical structure of LumiCal. Tungsten disks aeeipely positioned using 4
bolts which are stabilised by additional steel rings on tsides of the cylinder.

is fully metallised. To keep the Moliére radius small th@ dar the sensors is 1 mm. The signals
on the pads of both calorimeters are led by thin copper stipa Kapton foil to the front-end
electronics positioned at the outer radius of the calogmet

4 Systematic effectsin the luminosity measurement

Several phenomena which may have an impact on the luminosgsurement are considered.
These are: pinch effect and beamstrahlung, backgroundtfs@rphoton processes, the resolution
and scale of the electron energy measurement and the bearisatibn.

4.1 Pinch effect and beamstrahlung

Due to the pinch effect the luminosity for given bunch chargad sizes will be enhanced. How-
ever, electrons and positrons may radiate photons prioh&ibBa scattering. In addition, final state
particles are deflected inside the bunch. The result is actieduof the Bhabha event counting
rate in a given range of low polar angles. The reduction isdoto depend on the selection cri-
teria for Bhabha events. For a selection optimised for nairlinC beam parameters at 500 GeV
centre-of-mass energy, it amounts to 18105% P8], where the quoted uncertainty stems from
the statistics in the simulation. The dominant contributio the loss is due to the reduction in the
centre-of-mass energy caused by beamstrahlung. The liedigs to an effective centre-of-mass
energy distribution called luminosity spectrum.

In the measurement of the luminosity, the loss of Bhabhatsveas to be corrected for. The
impact of beamstrahlung can be estimated from the measumgddsity spectrum with a relative
uncertainty of about 16 [28]. The impact of the deflection inside the bunch depends mainl
the horizontal bunch-sizegy, and the bunch lengtlg,. Assuming that one can control these two

—11 -
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Figure 11: The Feynman graph for the dominant process in four-fermiaaduction.
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quantities with a relative uncertainty of 53%he uncertainty of a correction to the luminosity is
about 1.5¢ 103 [28].

4.2 Background from four-fermion production

Four-fermion production is known to have a large cross seatiith maxima at low polar angles.

It is dominated by the diagram shown in figuk® where two virtual photons are exchanged
between electron spectators. We used the WHIZAR®) gvent generator to obtain samples of
events for final states with leptons in the inner legs. Thesggonr was tuned to experimental data
of the processee™ — ete™ ¢ ¢ using data from LEP and other accelerat®@k [The cross-section
of four-lepton production amounts to 12:0.5 nb at 500 GeV when the momenta of the exchanged
photons are required to be larger than 0.1 GeV/c. The spesteémain at high energy. Less
than 1% of them hit the luminosity calorimeter and becomeckdp@und for Bhabha events. A
Bhabha event sample has been generated with a cross-seictiofd+0.03 nb at 500 GeV centre-
of-mass energy, using the BHLUMB]] event generator. The LumiCal response is simulated
using BARBIE V4.3 B2], a GEANT3 based simulation program. The following everécion
criteria are applied: the polar angle of the reconstrudtedver must be within the LumiCal fiducial
volume at one side and withii, +4 mrad an®,.x— 7 mrad on the other. In addition, the total
energy deposited in both calorimeters must be more than 8@B& center-of-mass energy. These
criteria are optimised to reduce the impact of beamstrghlmd deflection on the Bhabha event
counting to the amount given in the previous sectig8].[ The selection efficiency of Bhabha
scattering events is about 68%.

Four-fermion events in the LumiCal are to a large fractigeated by the Bhabha selection
criteria. This is illustrated in figuré2 where the hits of particles from the four-fermion final s¢ate
in the front plane of LumiCal per bunch crossing are showoteefind after applying the Bhabha
event selection. The fraction of four-fermion final stateghie selected Bhabha event sample is
2.3x10°3,

At LEP energies agreement between measurements and mgd#iliour-fermion processes
was obtained within 20%630]. Assuming that at 500 GeV it will be possible to model thess p
cesses with a precision of 40%, correcting the luminositasneement correspondingly will lead
to an uncertainty of 0.9103,

2In ref. [7] the estimated uncertainty of e.gy varies between 0.5% and 6.5%, depending on the number of free
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Figure 12: Average number of hits originating from four-fermion irdetions per bunch crossing
on the first plane of LumiCal at 500 GeV, before (left) andfiteght) application of Bhabha event
selection criteria.

4.3 Effectsof abiasin theenergy resolution and the energy scale

One of the criteria to select Bhabha events is the total gmagasured in the calorimeters, required
to be larger than 80% of the centre-of-mass energy. A pashibk in the energy resolution or the
energy calibration will result in a change of the number ¢désted Bhabha events and hence in the
measured luminosity.

The selection efficiency for Bhabha events as a functionefelquired energy in the calorime-
ters is shown in figur&3a At the position of the cut in the measured calorimeter engrg slope
of the tangent to the function is aboufl.8 x 10-3. To keep the shift of the luminosity below 1%
the cut in the measured calorimeter energy must be cordralith a precision of about 400 MeV.
A study done allowing a constant offset in the measured grieggls to a similar requiremer3).

The effect of a bias in the energy resolutiops@ e€q. R.4), is illustrated in figurel3b. We
estimate that if @s can be controlled within 20%, it will contribute to the lurosity uncertainty
by about 104 .

4.4 Impact of electron and positron polarisation

To exploit the full physics potential of a linear collideteetron and positron beams will be po-
larised. Polarisation will also change the Bhabha crossosein the acceptance range of LumiCal
up to a few per cent34]. In the current design the maximum values for electron apsitpn
polarisation are 0.8 and 0.6, respectively, with an ungsgstaf 0.0025 B5]. Using these values
the shift in the Bhabha cross section is:21®2 with an uncertainty of 1.910 4.

45 Summary of systematic uncertainties

In addition to effects studied in this section also the imdiche polar angle resolution and polar
angle bias as estimated in section 2.1 are included. Alltmic¢ies based on the current level

beam parameters in the analysis. A similar range of pratisiobtained foio;.
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Figure 13: (a) The selection efficiency for Bhabha events as a function eftleasured shower
energy,(b) the shift of the measured luminosity as a function of the biake energy resolution
parameter @s

Table 1: The estimated systematic uncertainties on the luminesggsurement from all sources
considered above at a centre-of-mass energy of 500 GeV.

Source Value Uncertainty | Luminosity Uncertainty
Op 2.2x1072 100% 1.6x1074

Dg 3.2x10°3 100% 1.6x10°4

res 0.21 15% 104

luminosity spectrum 1073

bunch sizewy, 0,, | 655 nm, 30Qum | 5% 1.5x10°3

two photon events | 2.3x10°3 40% 0.9x10°2

energy scale 400 MeV 100% 1073

polarisation, e, et | 0.8, 0.6 0.0025 1.9x10*

total uncertainty 2.3x 103

of understanding are summarised in tableThey are considered as being uncorrelated, leading
currently to a total uncertainty of 2.8 10-3. The reduction of the largest uncertainty, due to the
deflections of final state electrons or positrons inside tirch, needs further investigation. Also
the energy scale uncertainty may be reduced by a properatadib.

5 Sensor development

5.1 Sensorsfor BeamCal

The challenge of BeamCal is to find sensors tolerating abnetMGy of dose per year. So far
polycrystalline CVD diamond sensors of 1 ¢mize and larger sectors of GaAs pad sensors, as
shown in figurel4, have been studied. Irradiation is done using a 10 MeV @rdieam at the S-
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Figure 14: A prototype of a GaAs sensor sector for BeamCal with pad®otia30 mns area.

DALINAC accelerator B6]. The intensity is varied between 10 and 100 nA correspantirdose
rates between 20 and 200 kGy/h. Since large area CVD dianarsbks are extremely expensive,
they may be used only at the innermost part of BeamCal. Aefanadii GaAs sensors appear to be
a promising option.

511 GaAssensors

Large area GaAs sensors are obtained from the Tomsk Statersity. They are produced using
the liquid encapsulated Czochralski method and are dop#dtimiand tellur as shallow donors
and chromium as a deep acceptor.

Three batches with different concentrations of dopantdreadiated up to 1.2 MGy and the
charge collection efficiency, CCE, is measured as a funatfdhe absorbed dose. The results are
shown in figurel5. The charge collection efficiency depends slightly on thegaahd concentration.
The sensors with a lower donor concentration show a larggalioharge collection efficiency and
the decrease of the charge collection efficiency as a fumcfithe absorbed dose is less steep. The
smallest decrease of the CCE as a function of the dose isvalastar tin donor. A MIP signal is
separated from the pedestal up to a dose of 600 kGy for thersanith lower donor concentration.
The leakage current of a pad at room temperature beforadtiaual is about 200 nA at an applied
voltage of 50 V. After exposure of a dose of 1.2 MGy leakageenis of up to a factor 2 larger
were found. The pad capacitance is measured to 12 pF. Thiésrasel consistent with previous
measurements3[].

5.1.2 CVD diamond sensors

For polycrystalline diamond sensor samples of # @rea and 50Qum thickness the linearity of
the response and the leakage current and the signal coflesfficiency have been investigated as
a function of the absorbed dos8&8]. The signal size depends linearly on the number of charged
particles crossing the sensors for up t01%° particles in 10 ns. The leakage current, less than
1 pA at room temperature, depends only slightly on the alesbdose up to 7 MGy. The charge
collection efficiency rises by a factor of two for doses betw®.5 to 1 MGy, then drops smoothly
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Figure 15: The CCE as a function of the absorbed dose for the GaAs sewsthr different donor
concentrations. The donor is tellur for batches 1 and 2 anibtibatch 3.
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510938-8380

Figure 16: A prototype silicon sensor for LumiCal.

approaching the charge collection efficiency of a non-iet@dl sensor. Provided the sensor is
continuously irradiated, this efficiency is reached at alfoMGy.

5.2 Sensorsfor LumiCal

Prototypes of LumiCal sensors have been desigB8fdnd then manufactured by Hamamatsu
Photonics. A picture of a sensor is shown in fig& Its shape is a ring segment of°30The
thickness of the n-type silicon bulk is 320m. The pitch of the concentric'ppads is 1.8 mm and
the gap between two pads is 0.1 mm. The leakage current ofjke giad as a function of the bias
voltage is shown in figur&7a Putting the neighbouring pads on ground stabilises thesumement
and reduces the current values by a factor of two. The leakagents of all the pads of one sensor
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Figure17: (a) The dependence of the leakage current on the bias voltagesfogle pad with and
without grounded neighbourgh) The capacitance of a pad as a function of the bias voltage.

have been measured at a bias voltage of 500 V. All pads exoephave a leakage current in the
range from 1 to 4 nA. Less than 5% of all pads have a break-gfraoltage below 500 V. For
other sensors the results are similar. The capacitancewagadn of the bias voltage for a pad is
shown in figurel7h. Also shown is how the value of the full depletion voltage lisadned. Values
from 39 V to 43 V were found. At a voltage of 100 V the pad capawt values are between 8 pF
for the smallest pads and 25 pF for the largest pads.

6 ASIC developments

Since the occupancy in BeamCal and LumiCal is relativelgdahey must be read-out after each
bunch crossing. Therefore special front-end and ADC ASI&&tbeen developed which match
the timing of the ILC-bunch trains with a frequency of 5 Hz aitbut one ms duration with 300

ns between bunches. Since the ASICs are positioned at tke @dius of the calorimeters the

expected radiation dose is noncritical. From Monte Cartousations less than 140 Gy and about
one Gy are estimated for BeamCal and LumiCal, respectif@ipne year of operation at 500 GeV
centre-of-mass energy and nominal beam parameters.

6.1 LumiCal readout

The design of the LumiCal front-end electronics was pertmrfor the proposed detector archi-
tecture fB0]. The front-end ASIC is supposed to work in two modes, thespisymode and the
calibration mode. In the physics mode, electromagnetieveh®will be measured with large en-
ergy depositions on the pads. The front-end ASIC must psosimals up to at least 6 pC per
channel. In the calibration mode, MIP signals from singlatiéstic muons will be measured.
The minimum size of these signals is 2 fC, corresponding eddtv end of the Landau distribu-
tion for MIPs in 300um thick silicon. From the sensor segmentation a range of ppdaitances
between 10 pF and 100 pF was obtaile@ecause of the high expected occupancy, the front-
end ASIC needs to be fast enough to resolve signals from gubsebunch crossings which are
separated in time by about 300 ns.

3The sensor segmentation was revised later, resulting it@pacitances between 10 pF and 25 pF.
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Figure 19: Block diagram of the single front-end channel

The simulations of LumiCal indicate that the shower recwrtsion needs at least 8 bit preci-

sion. Severe requirements set on the readout electroniesrglissipation may be strongly relaxed
if switching of the power between bunch trains is done. Thifeasible since in the ILC experi-
ments after each 1 ms bunch train there will be a pause of &@8umns [L6].

The prototype ASICs, as shown in figuré8aand 18b, are fabricated in 0.35tm CMOS
technology.

6.1.1 Front-end electronics design

The chosen front-end architecture comprises a chargetiserainplifier, a pole-zero cancellation
circuit (PZC) and a shaper, as shown in figli€e In order to cope with large charges in the physics
mode and small ones in the calibration mode a variable gaoih the charge amplifier and the
shaper is applied. The mode switch in figdi#changes the effective values of the feedback circuit
components R C;, R;, C; and therefore the transimpedance gain of the front-end AsStGanged.
The low gain (large @ is used for the physics mode when the front-end procesgesalsifrom
large charge depositions in the sensor, while the high gaimall G) is used in the calibration
mode. Assuming high enough open loop gain of the pre-amp(#ige) and the shaper amplifier
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Figure 20: (a)Output pulses in physics mode as a function of the input é¢egrene for @,=3.3 pC.
(b) Noise ENC measurements obtained with true r.m.s. metehéofront-end ASIC.

(Asn), the transfer function of this circuit is given by

ln(S  CiGRs s+1/CR (s+1/CRy)(s+1/Cy(Rol|Rs))’

(6.1)

By setting properly the PZC parametersRe= CpR,) and by equalising the shaping time con-
stants (R, = Cp(Rp||Rs)), one obtains the first order shaping, equivalent to a CR-RZ, fith a
peaking time Feak= CiR;. A simple first order shaping is chosen as a trade-off betwieemnoise
and the power dissipation. Regarding the noise, the mainraygent is to obtain in calibration
mode the signal to noise ratio of about 10 for the largest@erepacitances. Both of the ampli-
fying stages (e, Asn) are designed as folded cascodéH fwith active loads, followed by source
followers. In the prototype ASIC, eight front-end channefe implemented. A more detailed
discussions of the front-end ASICs can be found in #).[

6.1.2 Front-end electronics measurements

Figure 20ashows the response of the front-end channel to charge edgjghtough the input test
capacitance for different values of the input capacitafikg; within the interesting range. The
sensor capacitance is simulated with an external capaditer seen that both the amplitude and
the peaking time are not sensitive to the value of the inpp&citgance in agreement with HSPICE
simulations.

The output noise has been measured using a HP3400 true mrater @#3]. The equivalent
noise charge, ENC, as a function of input capacitance is shiofigure20b. Results obtained for
the physics and calibration modes are shown on the sameSphate the HP3400 bandwidth is only
up to 10 MHz the numbers may be underestimated by about 20%measured ENC as a function
of Cget are in agreement with simulations. In particular, in thebration mode the signal to noise
ratio of 10 is maintained for input capacitances up to ab®@@ @F. For a few points additional
noise measurements have been performed by measuring the natse spectra using a HP4195A
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Figure 21: Static measurements (H) INL and (b) DNL at 20 MHz sampling frequency.

spectrum analysed] and then integrating it numerically. The results of suclamgements are
added in figur&0b. They agree within their uncertainties with the HP3400 raezrments.

In order to test the effectiveness of the PZC circuit, thatfiend response has been measured
as a function of the rate of input pulses. To avoid input cesrgf both polarities when using a
square-wave test signal, the staircase test waveformgmatteesised using the Tektronix AWG2021
waveform generator. It was found that the change in am@ittghches 2% for input rates of
about 3 MHz and is quite insensitive to the input capacitanidee power consumption of about
8.9 mW/channel is measured in accordance with expectaftiomssimulation.

6.1.3 ADC design

As a compromise between speed, area and power consump8oAllE was designed using

pipeline technology. A 1.5-bit per stage architecture isseim because of its simplicity and immu-
nity to the offsets in the comparator and amplifier circultee prototype ADC consists of an input
sample and hold circuit, 9 pipeline stages and digital abioa circuitry. In addition, the power

switching feature is also implemented. More details aboei®DC design can be found in ref4].

6.1.4 ADC performance measurements

The static measurements of the Integral Nonlinearity, lald the Differential Nonlinearity, DNL,
obtained at a sampling frequency of 20 MHz, are shown in figRt@and21b respectively. These
parameters are calculated using the histogramming meiimmeasured INL is always less than

1 LSB while the DNL is below 0.5 LSB. These results attest taea/\good ADC linearity. To
estimate the dynamic performance, measurements withadalsvave input are performed|.

An example of a measured Fourier spectrum using a 1.8 MHzdalke (0 dB) input signal sampled

at 20 MHz is shown in figur@2a It is seen that the noise and harmonic components are small
enough not to affect significantly the resolution. The sidoaioise ratio, SNHR, is measured as

a function of sampling frequency as shown in fig@gh. An SNHR of about 58 dB is obtained in
the frequency range up to almost 25 MHz.

6.2 BeamCal readout

The BeamCal ASIC, designed for 180 nm TSMC technology, vélbble to handle 32 channels.
The two modes of operation require a front-end circuit cépalba wide performance envelope:
high slew rate for standard data taking, and low noise fabiation. In standard data taking the
occupancy is high, and therefore all data from a full bunamtmust be recorded, to be read out be-
tween bunch trains. Because of its reliability, density egdtlindancy, a digital memory array will
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Figure 22: (a) Example of the Fourier spectrum measurement wjtilf8 MHz and §,=20 MHz,
(b) SNHR as a function of the sampling rate.

be used to store the data from all collisions in each bundt. tfdis choice requires a sampling rate
of 3.25 MHz per channel, which is achieved by 10-bits, sugigesapproximation analog-to-digital
converters46]. The small size of this ADC architecture allows to use oneveater per channel.

In this front-end ASIC, the dominant noise source is theghaensitive amplifier series noise.
Assuming 40 pF input capacitance, high occupancy and th@g8@@riod, a careful design of noise
filtering and baseline restoration is necessd].[

In order to take advantage of all the time available for digmacessing, the filter for calibra-
tion operation has been implemented using switched-capa8C, circuits 48]. This technique
allows to precisely define the circuit time constants dep&ndn the input clock frequency and the
ratio of two capacitors. Baseline restoration is achiewednieans of a fast gated reset, followed
by a slow reset-release technique to reduce the effect ditalspblet. The slow reset-release is
implemented using SC circuits.

In standard data taking operation, an adequate noise pevedfiectively achieved by means
of a slow reset-release technique, similar to that used libration operation. An explicit filter
for standard data taking operation is unnecessary, as tipéifi@mbandwidth suffices for noise
filtering purposes.

Figure 23 shows a simplified block diagram for a single channel. Indaath data taking
operation, since filtering is unnecessary, the integratbypassed to reduce power consumption.

For design purposes, the transistor-level noise analysisbken carried out using thg Ao
technique 49, which takes noise coefficients directly from SPICE sintiola results. As this
is a gated front-end, the system-level noise analysis has bdene using the weighting func-
tion approach.

Since the system’s dominant noise source is series noisangular-shaped weighting func-
tion effectively minimises the output noise power. The tiegaslope section of the triangular
weighting function is easily implemented by means of angrator — in this case, a SC integra-
tor. The positive slope section is achieved by means of the stset-release technique mentioned
earlier. The weighting function resulting from an idealaeselease and a SC integrator is shown
in figure 24, left; a more realistic weighting function, reconstrucfemm SPICE simulation results,
is shown in the right plot. In both cases, the target noisel lisveffectively achieved.
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Figure 24: Front-end weighting function assuming ideal componeleft) @nd simulation results
(right) in the calibration mode

6.2.1 Circuit implementation

The charge sensitive amplifier is a folded-cascode amplifigr NMOS input device, connected to
a switched-capacitor feedback network. The amplifier itgautsistor is biased at 450A whereas
the load works at about 50A. The feedback network consist of two feedback capacitdis D
pF and 44.1 pF for calibration and standard data taking maéspectively. Both have a reset
transistor, with a gate voltage driven by the switched-capareset-release network. The amplifier
output is pseudo-differential.

In order to isolate the amplifier from the filter's SC-relatédkback noise, a buffer circuit is
used. The buffer also allows signal shifting, producing aeradequate common-mode level for
the filter. The buffer consumes 130A and consists of a source follower, with cascoded current
source and an additional device to keep a nearly constanatigneal point in the input transistor.
This serves the purpose of enhancing the buffer linearity.

The filter implemented is a fully-differential switchedpaecitor integrator. Capacitor values
were carefully designed in order to obtain the adequateenmésformance. The core of the inte-
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Figure 26: Results of(a) the INL and(b) the DNL using 2 fF unit capacitors.

grator is a class A/AB amplifie50] that consumes 458A.

The converter is a 10-bit, fully-differential successiygpeoximation register ADC. The one
included in the BeamCal ASIC has 16 fF unit capacitancessanifar versions with 4 fF and 2 fF
unit capacitances were also designed for individual chariaation.

The BeamCal ASIC prototype, similar to the ASIC describefigare 23, but including only
three channels and no internal memory, was fabricated aodrisntly being tested. Figui2s
shows the 2.4 mnx 2.4 mm die.

6.2.2 Test results

The ADC in the BeamCal ASIC has been quantitatively charzset@, along with the additional
versions of the ADC using smaller unit capacitances. Fg@Gaand 26b show the INL and
DNL for the ADC using 2 fF capacitors. The measurements were cat the nominal sampling
frequency of 3.125MHz. The ADC input was a ramp, generated@¥pit DAC, and the static
performance measurements were calculated using the tdstagethod on the ADC digital output.
The results are consistent with unit capacitance matchattgibthan 0.1%. The INL cubic-like
shape in figure26ais explained due to copper dishing effects, and will be atee in future
versions by re-arranging the capacitor array connections.
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